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Keywords 
  Abstract 

The assessment of the permeability of fractured rock formations 
plays a crucial role in optimizing the design of impermeable layers 
in dam construction projects. Uncontrolled seepage and deficiencies 
in the preparation of dam foundations and abutments are among the 
primary causes of dam failures. This study focuses on the 
investigation of the permeability of fractured rock masses and the 
design of a cutoff wall using numerical modeling techniques. The 
fracture network was modeled using the discrete element method 
(DEM) in the 3DEC software, considering the joint patterns specific 

to the region. Geological conditions were incorporated into the three-dimensional model to enhance its 
realism and accuracy. The numerical model was validated by comparing its results with data obtained from 
Lugeon tests, ensuring the reliability of the simulations. The cutoff wall was designed in accordance with 
the geological and hydrogeological conditions of the site. The performance of the cutoff wall was analyzed 
by modeling two scenarios: one with the cutoff wall and the other without it, using the 3DEC and Seep/w 
software. Results from the seepage analyses conducted using these software tools showed that the 
implementation of the cutoff wall reduced seepage by 70% according to 3DEC and 80% according to 
Seep/w. Additionally, the permeability values obtained through various empirical methods were 
compared, and their errors were evaluated using the Root Mean Square Error (RMSE) index. The obtained 
RMSE values for the methods are as follows: Dupuit (0.2× 10^-7), Altovsky (1.1× 10^-7), Moye (0.18 × 10^-
7), Hoek-Bray (0.15 × 10^-7), and Verigin (0.1 × 10^-7), respectively. The findings revealed that the Hoek 
method and Verigin method provided the most accurate results, exhibiting the least amount of error when 
compared to other empirical methods. 
 

Rock Mass Permeability 

Seepage Control 

Cutoff Wall 

Numerical Seepage Modeling 

3DEC 

Seep/w 

1. INTRODUCTION 

The assessment of seepage in dams is critically 
important for addressing water leakage from 
foundations and abutments, as well as its impact 
on the stability of dam structures and their 
economic feasibility. Uncontrolled seepage or 
inadequate preparation of dam foundations and 

abutments has been reported as the main cause of 
numerous dam-related leakage problems and 
failures, with 30% of all failures attributed to 
seepage issues [1]. Consequently, extensive 
studies have been conducted to determine the 
extent and areas of seepage in dam abutments and 
to control it based on the hydrogeological 
conditions of dam sites, equivalent media theory, 
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numerical methods, and empirical approaches [2-
6]. 

Li et al. [7] developed a back-analysis model for 
evaluating the permeability of dam foundations 
that had been overlooked during design. This 
model, which employed finite element methods 
and neural networks, identified potential leakage 
pathways and assessed seepage flows in dam 
foundations and abutments. Jiang et al. [8] 
performed a three-dimensional transient 
numerical simulation of seepage based on a 
regional groundwater flow model. They calculated 
seepage quantities under natural and reservoir 
impounding conditions, with and without a cutoff 
wall. Their study produced a detailed three-
dimensional model of the groundwater flow 
system, where permeability parameters and 
precipitation infiltration rates were calibrated 
through inverse modeling. 

Gao et al. [9] conducted numerical simulations 
using an equivalent continuum model to analyze 
the seepage behavior of a dam in China. Their 
findings indicated that cracks in the surface and 
varying degrees of damage to the cutoff wall 
significantly influenced seepage patterns. Zhang et 
al. [10] proposed a systematic approach for 
optimizing the design and evaluation of seepage 
control measures in reservoir dams under karst 
conditions. They utilized a three-dimensional 
equivalent continuum finite element model to 
examine the effectiveness of proposed and 
optimized seepage control measures. Kheiri et al. 
[11] investigated the effects of cutoff walls and 
horizontal drains on the hydraulic gradient and 
uplift pressure beneath an earth dam. Their study 
also considered the impact of the position and 
depth of cutoff walls on seepage beneath the dam. 
Aghajani et al. [12], using the Seep/w software, 
conducted a comprehensive analysis of the 
optimal placement of cutoff walls and the 
effectiveness of horizontal drainage in reducing 
seepage flows from earth dams. Sazzad et al. [13] 
focused on the effect of grout curtains on seepage 
characteristics in earth dams with permeable and 
impermeable foundations. 

Torabi Haghighi et al. [14] developed a novel 
approach to quantify the efficiency of seepage 
control measures in earth dams based on a 
combination of seepage modeling and monitoring 
data. Moharrami et al. [15] explored the 
performance of cutoff walls in mitigating uplift 
pressure beneath hydraulic structures, evaluating 
the influence of wall inclination on seepage 
behavior. Zhao and Jiang [16] experimentally 
assessed seepage characteristics of fractured rock 
masses and their correlation with permeable 
media. They proposed an innovative evolutionary 

equation for permeability that accounts for creep 
damage. 

Zarif Sanayei and Javdanian [17] provided an 
analytical evaluation of seepage from dams, 
addressing uplift pressure and asymmetrical 
boundary conditions. Their study introduced new 
two-dimensional and three-dimensional 
analytical solutions for steady-state seepage 
beneath dams with non-symmetric boundary 
conditions. 

Several studies have utilized empirical models 
for seepage analysis, including the Hele-Shaw 
model, permeability tank tests, and the Altovski 
model [18-22]. One notable example is the use of 
the Hele-Shaw model to experimentally assess the 
effects of internal grout curtains on seepage 
through earth dams. This research aimed to 
determine the effectiveness of cutoff walls in 
preventing water leakage and the influence of 
their position on seepage discharge and head loss 
[23]. Due to the complexity of seepage conditions 
at dam sites, the results of different analyses—
even for the same project and initial data—can 
vary significantly. Ensuring that the computed 
results accurately reflect engineering reality is not 
only crucial for analyzing dam seepage but also for 
comparing and optimizing designs. Seepage 
analysis and control remain critical aspects of dam 
design, directly affecting both the safety and 
economic viability of projects [4, 24]. However, 
only a limited number of studies have focused on 
the use of engineering data to optimize seepage 
control designs, identify theoretical computation 
methods, generalize models, define computational 
boundaries, and establish realistic seepage 
engineering properties through calculation and 
analysis [7, 25-29]. 

The objective of this study is to develop a 
three-dimensional model to predict seepage rates 
in dam abutments, design a cutoff wall, and 
evaluate its effectiveness. Additionally, given the 
existence of numerous empirical methods for 
estimating permeability—each yielding different 
results—this study aims to evaluate the errors 
associated with these methods. Considering the 
aforementioned challenges with empirical 
methods and the capability of numerical 
simulations to closely approximate real-world 
conditions, this study employs discrete element 
and finite element methods using the 3DEC and 
Seep/w software environments for seepage 
modeling and analysis. 

2. GEOLOGICAL CHARACTERISTICS OF THE 
FIELD 

The Chamshir Dam, located 35 kilometers 
south of Gachsaran city in Iran, is built on the 
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Mishan Formation, which serves as its primary 
foundation. The area's geology features resistant 
units like limestone and sandstone in elevated 
regions, while lower areas consist of weaker 
formations such as marl and gypsum, influenced 
by the Gachsaran and Mishan formations. The 
Mishan Formation, dating to the Early to Middle 
Miocene, comprises gray marlstone, shell-bearing 
clayey limestone, and biogenic reefal limestones. 
Drilling data estimates its thickness at 
approximately 420 meters in the dam area. 

A key structural feature is the Chamshir 
Syncline, a 12-kilometer-long fold with complex 
geometry and varying bedding plane orientations 
due to uplift. The dam is designed with double-
curved arches, and its left abutment presents 
geomorphological challenges, including cliff-like 
limestone formations 400 meters downstream 
(Fig. 1). These features increase the potential for 
water leakage in the left abutment compared to 
the right one [30]. 

 
Fig. 1. Morphology of the Chamshir Dam Abutments [30]. 

3. METHODOLOGY 

The left abutment of the Chamshir Dam 
consists of three main zones: Lower Mishan, 
Middle Mishan, and the Transition Zone. These 
zones were selected as key areas for modeling, 
with data from the Chamshir Dam used as the 
foundation for the simulations. The mechanical 
properties of these zones were derived from 
laboratory tests and field data are presented in 
Table 1. 

For simulating the fracture network in the 
region, the software 3DEC, which is based on the 
discrete element method, was employed. This 
software enables precise modeling of 
discontinuities in rock masses. Additionally, 
seepage analysis of the left abutment was 
conducted using both 3DEC and Seep/w software. 
Seep/w, a two-dimensional analysis tool based on 
the finite element method, operates under the 
assumption of Darcy's law and uses Laplace’s 
equation to simulate fluid flow in porous media. 

This combination of numerical modeling tools 
provides a robust framework for evaluating the 

seepage behavior in the abutment and assessing 
the effectiveness of the cutoff wall. 

Table 1. Mechanical properties of the Chamshir site 

Zone 
Lower 
Mishan 

Transmission 
area 

Middle 
Mishan 

Density (Kg/m3) 2430 2570 2560 

Poison-ratio 0.31 0.23 0.31 

Yang modulus 
(GPa) 

2.5 4.5 7.5 

Cohesion (MPa) 6.11 7.3 7.01 

Friction angle 
(Degree) 

40 43 45 

Tensile strength 
(MPa) 

4.82 5.63 6.03 

 

3.1. Generation of The Discrete Fracture 
Network  

Random fracture network models represent 
the heterogeneous nature of fractured rock 
masses as discrete elements with geometrical 
properties and features defined statistically. 
These models account for the geometry of fracture 
networks, intact rock blocks, and the nature of 
rock bridges between fractures. Among the most 
effective methods for simulating the stochastic 
nature of fracture geometrical properties is the 
three-dimensional stochastic modeling of discrete 
fracture networks (DFN). The essential 
geometrical properties required for generating a 
DFN include orientation (dip and dip direction), 
trace length, aperture, and the spatial position of 
the fracture center. 

The geometrical properties for generating the 
DFN were determined based on two-dimensional 
surveys conducted on the rock mass of the left 
abutment of the Chamshir Dam. A total of 176 
fractures were recorded across both abutments, of 
which 86 fractures were randomly surveyed on 
the left abutment. Fig. 2 illustrates the distribution 
of fracture sets recorded in the left abutment. The 
orientation of discontinuities follows a Fisher 
distribution. 

 
Fig. 2. Distribution of the measured joint sets in the left 

support. 

Ultimately, six fracture sets were identified in 
the left abutment. The fracture sets J1 and J2, J3 
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and J4, and J5 and J6 exhibit similar geometrical 
characteristics. Therefore, the fractures in the left 
abutment can be categorized into three primary 
fracture sets. 

The log-normal distribution was utilized to 
generate fracture lengths, as expressed by Eq. (1). 

𝑃𝐷𝐹(𝑥) = 𝑓(𝑥) =
𝑒

−(
𝑙𝑛 𝑥−𝜇

√2𝜎
)2

𝑥√2𝜋𝜎
 

ℎ̄𝑙𝑜𝑔𝑙𝑜𝑔=µ=1.373 

𝜎log=𝜎 = 0.64125 

(1) 

In this equation, σ and μ represent the mean 
and standard deviation of the probability 
distribution of the fracture lengths, respectively. 
Additionally, the cumulative probability 
distribution of fracture lengths is calculated using 
Eq. (2), where ha and hb denote the lower and 
upper bounds of the fracture lengths. 

∫ 𝑓(𝐻)𝑑𝐻
ℎ𝑏

ℎ𝑎

=
1

2
(𝑒𝑟𝑓 (

𝑙𝑛 ℎ𝑎 − ℎ̄𝑙𝑜𝑔

√2𝜎𝑙𝑜𝑔

)) (2) 

Based on numerous past studies and field 
observations [31, 32], the Poisson distribution is 
the best fit for the location of fractures. 
Consequently, the geometric centers of the 
fractures are generated using random numbers 
based on a recursive algorithm. The fractional part 
of the computed numbers is determined by the 
recursive equation provided in Eq. (3). 

𝑅𝑖+1 = 27𝑅𝑖 − 𝐼𝑁𝑇(27𝑅𝑖) (3) 

R is a random number in the range 0<R<10, 
and INT generates the integer part of the number 
within parentheses. 

In the three-dimensional simulation of the 
fracture system, the orientation of each fracture is 
defined by two parameters: dip and dip direction. 
The use of the Fisher distribution function to 
determine the dip angle of fractures is common 
practice (Eq. (4)) [33]. The Fisher distribution 
function describes the probability of finding an 
orientation within an angular range θ from the 
actual mean. 

𝑓(𝜃) =
𝑘𝑒𝑘 𝑐𝑜𝑠(𝜃)

2𝜋(𝑒𝑘 − 𝑒−𝑘)
 (4) 

Where k is the Fisher constant, which 
measures the dispersion around the mean dip 
angle. This distribution function is symmetric 
about the mean dip and, as expected, has its 
maximum value at the actual mean (θ=0). The 
concentration parameter k determines the level of 
clustering, with larger values indicating greater 
concentration of the data around the center of the 
distribution. Using the Fisher distribution, the dip 
angle of each random fracture can be determined 
using Eq. (5). 

Δ𝜃 = 𝑐𝑜𝑠−1 (
𝑙𝑛( 1 − 𝑅𝑎𝑛𝑑𝑜𝑚(0.1)

𝑘
+ 1) (5) 

Δθ represents the deviation of the fracture dip 
angle from the mean angle, and Random (0,1) is a 
uniformly distributed random number between 0 
and 1. 

Since the creation of a discrete fracture 
network (DFN) relies on random distribution for 
generating various fracture features, this 
randomness can influence the final results and 
yield different outcomes. To ensure the generated 
fracture network closely resembles real-world 
conditions and to minimize errors in permeability 
estimation, the following assumptions were made: 
fracture planes are considered disk-shaped, 
boundary effects are minimized by maintaining a 
generation space-to-DFN model ratio greater than 
4, volumetric intensity (P30) is used for fracture 
network generation, and immature fractures are 
excluded. These measures help minimize the 
random effects of the DFN and improve the 
reliability of the results. 

To evaluate the impact of randomness, three 
models of the zones at the REV (Representative 
Element Volume) level were constructed, and 
different fracture networks were generated using 
various random numbers. The flow rate for each 
fracture network was calculated, revealing 
consistent results across the models. The results 
demonstrated minimal variation, confirming the 
robustness of the assumptions. A sample of the 
generated fracture network and the 
corresponding flow rate calculations are 
presented in Fig. 3. 
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Fig. 3. A sample of the fracture network generated and the determination of the fluid flow through it.

3.2. Hydraulic Calibration Of The Joint 
Network Using In Situ Experiment Data 

To estimate the hydraulic aperture, a back-
analysis was conducted by comparing the 
numerical solution results with the in situ 
permeability test results. To ensure the numerical 
model's results align with real-world conditions, 
the permeability parameters in the model were 
adjusted until the corresponding permeability in 
the environment was achieved. Since the Lugeon 
test was the only test conducted to evaluate 
permeability in the region, its results were used to 
calibrate the model. 

For this purpose, a large-scale model of each 
zone, the Representative Elementary Volume 
(REV) was created, and the flow rate from these 
models was calculated. By substituting the 
calculated flow rate into Darcy’s law, presented in 
Eq. (6), the permeability value was obtained. The 
calculated values were then compared with the in-
situ results, and the aperture of fractures in each 

zone was adjusted to closely match the in-situ 
values. Consequently, the hydraulic aperture of 
fractures in each zone was determined. The 
results are presented in Table 2. 

𝑄 = 𝐾. 𝐴(𝐻1 − 𝐻2)/𝐿 (6) 

The calibration errors and their impact on the 
model's accuracy were analyzed by comparing the 
calculated permeability values with the in situ 
results from the Lugeon tests. Using the mean 
absolute error (MAE) as a metric, the calibration 
errors for different zones were determined, with 
values of 5×10⁻⁸ for the Lower Mishan, 2.5×10⁻⁷ 
for the Transmission area, and 7.2×10⁻⁷ for the 
Middle Mishan. Calculated errors were found to be 
within an acceptable range, ensuring the 
reliability of the model. The analysis of these 
errors provided insights into their influence on 
the model’s accuracy, particularly regarding 
predicted flow rates and hydraulic aperture 
estimations. 

Table 2. Calibration of the hydraulic aperture of fractures using back-calculation analysis by field test results 

Numerical permeability (m/s) Flux (m3/s) Aperture (μm) In situ permeability (m/s) Zone 

1.85×10-9 7.2×10-7 10 

2.86×10-7 Lower Mishan 
2.36×10-7 9.15×10-5 50 

1.52×10-8 5.98×10-6 20 

1.82×10-6 Transmission area 
1.57×10-6 6.16×10-4 70 

1.69×10-6 6.63×10-4 72 

4.03×10-6 Middle Mishan 2.3×10-6 9.04×10-4 80 

3.31×10-6 1.3×10-3 90 

 

3.3. Modeling And Applying Cutoff Walls To 
The Model 

The left abutment of Chamshir Dam is 267 
meters long and comprises four main zones: 
Lower Mishan, Middle Mishan, the Transition 
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Zone, and Upper Mishan. However, due to erosion, 
the Upper Mishan zone has largely disappeared, 
leaving only small remnants. Since it does not play 
a role in the permeability of the site, it has been 
excluded from the modeling process. 

The constructed 3D model was designed to 
fully encompass the cutoff wall. This model 
measures 400 meters in length and 100 meters in 
width. The abutment was created by assembling 
100 blocks and connecting them. By applying the 
site's physical and mechanical properties, the 
model was divided into three primary zones 
representing the Lower Mishan, Middle Mishan, 
and the Transition Zone. Fig. 4 illustrates the 
constructed model. 

 
Fig. 4. The model of the zoning situation of the Chamshir 

site. 

To construct the cutoff wall within the 
injection galleries, the halving method was 
utilized. Initially, boreholes were drilled and 
grouted at intervals of 16 meters. Subsequently, 
additional grouting was carried out at the 
midpoint between these boreholes, at intervals of 
8 meters. This process was repeated at intervals of 
4 meters and continued progressively to a spacing 
of 1 meter. The boreholes were drilled at an angle 
of 25 degrees to the vertical surface and had a 
length of approximately 60 meters. The simulated 
cutoff wall in the model is shown in Fig. 5. 

 

Fig. 5. 3D model showing the zoning of the Chamshir site 
with the cutoff wall applied. 

The hydraulic conditions of the model were 
implemented by applying pore pressure. The 
height of the Chamshir Dam is 155 meters, and the 

water level behind the dam after impoundment 
reaches 150 meters. Consequently, the pore 
pressure at the upstream side of the dam after 
impoundment is calculated to be 1.47×106 Pascal. 
This pressure was applied as a water pressure 
gradient at the upstream side of the dam, 
increasing with depth. 

3.4. Evaluation Error Of The Empirical 
Relationships 

Empirical methods provide a simple and quick 
approach to estimating permeability, which 
justifies their use. Numerous empirical 
relationships have been proposed for 
permeability estimation, but a gap remains in 
identifying the most suitable empirical method 
that closely aligns with numerical modeling 
results and in situ measurements. The efficiency of 
various empirical relationships was evaluated 
based on the available in-situ test data, followed 
by an uncertainty analysis to select the most 
appropriate method. 

Figs. 6-10 illustrate a detailed comparison 
between permeability values obtained from 
empirical methods and in-situ Lugeon test results. 
In most methods and tests, the permeability 
estimated using empirical methods was found to 
be lower than the values obtained through in-situ 
tests, highlighting a discrepancy that suggests 
these methods may not fully capture actual 
seepage risks. Empirical formulas often rely on 
simplified assumptions, overlooking key factors 
like fractures and joints, assuming geological 
uniformity, and ignoring local effects such as 
pressure or flow variations that Lugeon tests can 
capture more accurately. This limitation could 
lead to design errors and potentially compromise 
the stability of structures. To evaluate the 
accuracy of the empirical methods, the Root Mean 
Square Error (RMSE) was calculated as a measure 
of deviation, with lower RMSE values indicating 
greater alignment between empirical predictions 
and in situ results. The RMSE is computed using 
Eq. (7). 

 

Fig. 6. Comparison of results of the lugeon test with the 

Verigin method. 
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Fig. 7. Comparison of results of lugeon test with Hoek-

Bray method. 

 
Fig. 8. Comparison of results of the lugeon test with the 

Dupuit method. 

 
Fig. 9. Comparison of results of lugeon test with Moye 

method. 

 
Fig. 10. Comparison of results of lugeon test with 

Altovski method. 

𝑅𝑀𝑆𝐸 = √
∑ (𝐾 − 𝐾′)2𝑁

1

𝑁
 (7) 

Where K represents the permeability 
measured through in-situ tests, K' is the 
permeability estimated by empirical methods, and 
N is the number of tests. The obtained RMSE 
values for the methods are as follows: Dupuit 
(0.2× 10^-7), Altovsky (1.1× 10^-7), Moye (0.18 × 
10^-7), Hoek-Bray (0.15 × 10^-7), and Verigin (0.1 
× 10^-7), respectively. The results of the analysis 
reveal that the Hoek-Bray and Verigin methods 
show the least deviation from Lugeon test data, as 
evidenced by their low RMSE values, making them 
the most reliable empirical methods for predicting 
permeability at the Chamshir site. On the other 
hand, the Dupuit and Altovski methods exhibited 

significant deviations, indicating their limited 
suitability for this application. The Moye method, 
while less accurate than Hoek-Bray and Verigin, 
performed better than Dupuit and Altovski with 
moderate deviations. This comprehensive 
evaluation underscores the importance of 
validating empirical methods against in situ data 
to ensure reliable permeability estimates for 
fractured rock masses. 

4. RESULTS AND DISCUSSION 

To investigate the water seepage rate from the 
left abutment of the Chamshir Dam, a seepage 
analysis was conducted using the 3DEC and 
Seep/w software without considering the cutoff 
wall. The outflow discharge from the left flank was 
calculated over a length of 400 meters, and the 
seepage rate was found to be 1.77×10-3 cubic 
meters per second per meter. Similarly, the 
seepage rate obtained using the Seep/w software 
was 2.77×10-3 cubic meters per second per meter. 
Fig. 11. presents the analysis of the left abutment, 
showing the flow potential lines. 

a 

 

b 

 

Fig. 11. (a) Analysis of the left abutment of Chamshir 
Dam without cutoff wall using 3DEC software, (b) 

Analysis of abutment and condition of flow potential 
lines using software Seep/w. 

Subsequently, the outflow discharge from the 
downstream side of the dam was calculated, 
taking into account the cutoff wall, and the effect 
of the cutoff wall on reducing the outflow was 
evaluated. The seepage rate determined in this 
stage using the 3DEC software was 5.79×10-4 cubic 
meters per second per meter. Similarly, the 
seepage rate obtained using the Seep/w software 
was 5.46×10-4 cubic meters per second per meter. 
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Thus, the seepage analysis results using the 
3DEC software indicate that the implemented 
cutoff wall reduced the outflow discharge from the 
left abutment by 70%. Additionally, the Seep/w 
software showed an 80% reduction in outflow due 
to the cutoff wall. Fig. 12 presents the seepage 
analysis of the left abutment with the cutoff wall 
applied to the model, along with the 
corresponding flow potential lines. 

a 

 

b 

 

Fig. 12. (a) Analysis of the left abutment of Chamshir 
Dam by applying the cutoff wall using 3DEC software, 

(b) Analysis of the abutment of the status of flow 
potential lines using Seep/w software after applying 

the cutoff wall. 

The RMSE values calculated for the proposed 
empirical methods, compared to in-situ 
measurements before the implementation of the 
cutoff wall, indicate that among the five empirical 
methods used for estimating permeability, the 
Hoek method and Verigin method exhibit the 
lowest error. These methods are therefore 
considered more suitable for empirical 
permeability estimation compared to others. 
Following these, the Moye method showed lower 
errors than the remaining methods. However, the 
Dupuit and Altovski methods displayed significant 
uncertainties compared to the in-situ results, 
rendering them unsuitable for permeability 
estimation. 

Furthermore, the errors in these methods for 
predicting the permeability of the cutoff wall were 
also evaluated by analyzing the deviation in their 
results after the cutoff wall was applied. Similar to 
the earlier findings, the Hoek and Verigin methods 
demonstrated the least errors among all methods, 

making them the most reliable for permeability 
estimation. Subsequently, the Moye method 
showed fewer errors than the others, while the 
Dupuit and Altovski methods exhibited the 
highest error levels. 

a 

 

b 

 

Fig. 13. The RMSE value of empirical relationships: (a) 
before injection (b) after injection. 

5. CONCLUSION 

This study highlights the critical role of 
advanced numerical modeling and empirical 
validation in designing and assessing seepage 
control measures for dam structures, focusing on 
the Chamshir Dam. The results show that 
implementing a cutoff wall significantly reduces 
seepage rates, improving structural safety and 
overall efficiency in fractured rock masses. 

Using 3DEC and Seep/w software, seepage 
behavior was analyzed before and after the cutoff 
wall. The results demonstrated a seepage 
reduction of 70% and 80% for the two methods, 
respectively, confirming their effectiveness in 
simulating complex seepage mechanisms. 
Hydraulic calibration using Lugeon test data 
further ensured model accuracy, with 
permeability values calculated using Darcy's law 
and minimal calibration errors across the key 
geological zones. The study also compared 
empirical methods for permeability estimation, 
identifying the Hoek and Verigin methods as the 
most accurate, based on their low RMSE values. 
Conversely, methods like Dupuit and Altovski 
showed significant deviations, limiting their 
reliability for fractured rock masses. 
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Seepage rates before the cutoff wall were 
1.77×10⁻³ m³/s/m (3DEC) and 2.77×10⁻³ m³/s/m 
(Seep/w), which reduced to 5.79×10⁻⁴ m³/s/m 
and 5.46×10⁻⁴ m³/s/m after its application. These 
results underline the critical role of cutoff walls in 
mitigating seepage risks. Additionally, three-
dimensional modeling of fracture networks 
provided a comprehensive understanding of flow 
behavior and validated the robustness of the 
model. 

In conclusion, the study demonstrates the 
importance of integrating numerical modeling, 
empirical methods, and field data to optimize 
seepage control measures. The significant seepage 
reduction achieved at the Chamshir Dam confirms 
the efficacy of cutoff walls and the limitations of 
empirical methods with high uncertainties. This 
approach offers a practical framework for 
addressing seepage challenges in fractured rock 
environments. 
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APPENDIX 

Here are concise formulas for seepage analysis 
based on geological sources and reports related to the 
Chamshir dam project [30, 34]. 

Verigin formula: 

𝑘 =
𝑄 𝑙𝑛 (1.47 

𝐿
𝜉𝑟𝑟

)

2𝜋𝐿𝑝
 (1) 

Where Q water loss [m3.s-1], L length of section[m], 
p pressure[m], r borehole radius[m] and 𝜉=2 

Dupuit formula: 

𝑘 =
𝑄 𝑙𝑛

𝑅
𝑟0

2𝜋𝐿𝑝
 (2) 

Units are like Verigin formula. 

Moye formula: 

𝑘 =
𝑄𝑐

𝐿𝑝
 , 𝑐 =

1 + 𝑙𝑛
𝐿

2𝑟
2𝜋

 (3) 

Units are like Verigin formula. 

Altovski formula: 

𝑘 = 0.525 𝑄 log
0.66𝐿

𝑟
 (4) 

Where Q water loss [l.min-1.m-1] by pressure 10 
KPa. 

Hoek – Bray formula: 

𝑘 =
𝑄

𝑝

ln
2𝐿√𝜆

𝑑
2𝜋𝐿

  , 𝜆 =
𝑘𝑥

𝑘𝑦
  (5) 

Where Q water loss [cm3.s-1m-1], L length of 
section[cm], d borehole diameter[cm], p pressure[cm] 
and 𝜆 anisotropy. 

 


